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**Abstract**

Air Traffic Control (ATC) can benefit greatly from Automatic Speech Recognition (ASR), as communication between controllers and pilots contain essential callsigns and commands. Errors in communication can be disastrous and should be minimized. ASR decreases workload and improves aviation safety. ASR models designed for the ATC domain are limited, moreover, a distinct inadequacy of Wav2Vec2 architectures exist. State-of-the-art (SOTA) models have been studied insufficiently. This work therefore set out to create ASR models using SOTA Wav2Vec2 model architectures, fine-tune and evaluate them on robustness in the domain of ATC. Word Error Rate Reduction and Character Error Rate Reduction of ~95.5% and ~96.1% were achieved on the best performing XLS-R model. The effect additional training data and an in-domain language model have, are evaluated as well. It was found that when a maximum of 10% of training data was used, performance had a negative correlation to WERR and CERR. An in-domain language model has ~33% decrease on WER and ~18% decrease on CER when applied to the XLS-R models. These results indicate that a solid contribution to the field of ASR for ATC has been made, supplying additional Wav2Vec2 models in the process.
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# 1 Introduction

When travelling, safety of passengers in dependent on operators of the vehicle. For example, in trains and airplanes communication between operators and traffic control is crucial. Callsigns belonging to vehicles and command perception are essential for flawless execution and errors in communicating them should therefore be minimized. Focus on communication makes an already high workload task more difficult, which is why there is a need for assistance. To narrow down the topic, this paper focusses on Air Traffic Control (ATC). Communication between air traffic controllers and pilots is considered.   
ASR can be used to make ATC less complicated and error prone by transcribing the speech data. The addition of ASR has been shown to decrease workload by a factor of 3 in ATC communication (Helmke et al., 2016). The study calls for improvement of models, as they are crucial to error detection and prevention. Many variants of Automatic Speech Recognition (ASR) models exist, but there is an inadequacy in the domain of ATC. ATC benefits from ASR, as errors in verbal communication are common and can be very costly.

ATC communication grammar does not follow normal speech conventions. Utterances contain callsign and regularly commands, such as *‘lufthansa five three one eight contact zurich one three four decimal six’* and *‘swissair six five two zero rhein do you read’*. This is why ASR that has been trained on regular speech data performs poorly. In combination with noisy microphone audio, speech recognition becomes more complicated.  
In addition, data needed for training and evaluation of ASR models is scarce. Most transcribed ATC data is either publicly unavailable due to data privacy or of poor quality, due to noisy conditions, rate of speech and language accents. Manual transcription of publicly available audio data is costly and has been done before, however larger audio corpora are difficult to obtain (Zuluaga-Gomez et al., 2020).

In this research, multiple sequence-to-sequence models are considered. Sequence-to-sequence models are commonly used for ASR applications, as they predict data well, given future and past audio (Chiu et al., 2018). Artificial Neural Networks (ANN), Recurrent Neural Network (RNN) and Hidden Markov Models (HMM) have been used for ASR(Trentin & Gori, 2001). Only recently has the end-to-end Wav2Vec2 architecture been introduced and it is performing well (Baevski et al., 2020). The state-of-the-art (SOTA) transformer architecture has been shown to give a lower Word Error Rate (WER) than RNN and HMM based algorithms (Zuluaga-Gomez et al., 2022). Even online streaming of transformer models is developed, when it is generally limited to offline use (Moritz et al., 2020).  
ASR models used for ATC transcription do exist, but constant improvement is needed, as a perfect and generalisable model does not exist (yet). ASR models minimize errors most commonly based on WER (measures the percentage of words that are incorrectly predicted) and are massively in construction. SOTA ASR models should be adapted to ATC data to further minimize errors, as it can reduce risk of accidents and miscommunication (Wise et al., 1991).  
Models of ASR are designed and updated constantly, which leads to great innovation in this field. An example of a community that specializes in Wav2Vec2 transformer models and data sharing is HuggingFace (HF). Wav2Vec2 is a framework for self-supervised learning of speech representations, and has been shown to perform well on a broad spectrum of ASR tasks (Baevski et al., 2020). At HF, individuals can create, modify and publish their own models and datasets for others to use. Big companies such as Meta and Google have shared their models as well, which are trained on massive amounts of data. These models are very recent and have been tested on ATC data inadequately.

In this paper, Wav2Vec2 transformer models from HF are evaluated on their performance on transcribing ATC communication data from the simulated ATCOSIM dataset. The models that are considered contain:

* A model that is pretrained on relatively clean LibriSpeech data (Base).
* A model that is pretrained and fine-tuned on multiple noisy datasets as well as clean data (Robust).
* An XLS-R model, which is known for great multilingual and multi-accent performance and pretrained on the CommonVoice corpus.
* A huBERT model, which either improves or matches Wav2Vec2 performance and extends the Wav2Vec2 architecture. Also pretrained on LibriSpeech data.

This research means to fill the gap that is found in transcribing ATC data. Wav2Vec2 transformer models are evaluated on their performance and a road is paved for further research. The original models are evaluated on the ATCOSIM dataset - without adapting the models to the data - to give insight on how they perform. They are then adapted on the data to show their improvements. A language model is added to observe further decrease WER and CER. The contribution to the field is covered by the questions below.

**How robust are pretrained and fine-tuned ASR models on ATC data?**The main research question, as the answer gives us a broad explanation on the adaption, analysation and evaluation of models that are adapted on ATC data. Word Error Rate (WER) and Character Error Rate (CER) are considered metrics, while errors not explained well by them are evaluated.

The answers to the main research question are supported by two questions that are more direct and are answered by the experiments named above.

**How does a language model affect the performance of a fine-tuned XLS-R model on ATC data?**Performance enhancement caused by a domain specific language model can boost ASR models greatly (Oualil et al., 2015). General ASR models are pretrained on regular speech models, which do not include most ATC grammar. It is interesting to show the effect a specialized language model has on WER and CER.

**How does the amount of data used to fine-tune affect performance of a fine-tuned XLS-R model on ATC data?**Improving performance can be very cost-ineffective as great computational power is needed for training/fine-tuning a HF ASR model (Zuluaga-Gomez et al., 2022). Studying the amount of data needed for sufficient performance is valuable, as it aids and inspires further experiments.

In this paper, related work on the transcription on ATC data will be discussed. Then, reasoning and explanation of design choices are made. Experimental data is augmented and settings are shown. Next, performance of the models is reported, implications are made and questions are answered. Finally, research is summarized and concluded.

# 2 Related work

**Architectures**  
Read-back is the verbal confirmation of information by the receiver of communication. Reducing read-back errors in ATC has been researched before using an RNN and Long Short-Time Memory networks (JIA et al., 2018)(Lin et al., 2021). These models are able to get a relatively low WER (<10%), however, the models are still highly error prone. Wav2Vec2 is the most prominent model architecture, as it is high-performing and cost-effective towards training data (Baevski & Mohamed, 2020). Wav2Vec2 is flexible and can thus be fine-tuned on low resource datasets, such as Japanese and Arabic in the CALLHOME corpus (Yi et al., 2020). Yi et al. show that performance of Wav2Vec2 is universal over languages, though English does perform significantly better (52% improvement compared to ~25% in Japanese and Arabic). Model performance is improved by ~20% compared to previous work. Their research provides support for the research performed here, as ATC data can be compared to the datasets. ATC data is low resource and is different from regular English speech as well. Though ATC is fully spoken English in the ATCOSIM dataset, it follows a different grammar.

**Domain Specific Wav2Vec2**  
The domain of ATC has not been studied extensively, however, important works have been published and inspired this research. Domain shifting self-supervised learning of speech recognition is studied before (W. Hsu et al., 2021), however only one comparable study has been performed on ATC (Zuluaga-Gomez et al., 2022). Zuluaga-Gomez et al. published multiple papers on transcription of ATC data and callsign detection. In their paper, they discuss the feasibility of real-time ASR for ATC, study variable labelled data for fine-tuning and study the robustness of pretrained end-to-end models. The study does not evaluate types of errors made and is primarily focused on WER performance. Zuluaga-Gomez et al. manage to achieve an ~80% relative Word Error Rate Reduction (WERR) when training on all 14 hours of available speech data, which is promising, but it can be reduced further. In this paper, it is not the objective to reach a relatively low WER, as domain insight is the main objective.

**XLS-R Accents**XLS-R signifies cross-lingual speech representation. The definition of this architecture leads to the conclusion that it has an affinity for multi-lingual or accented speech data. This has been shown by the developers of the model (Babu et al., 2021) and by external parties as well (Kukk & Alumäe, 2022). Kukk and Alumäe have achieved a relative error rate decrease of 65% in a transcription task containing accented speech. They used the (at the time) SOTA XLS-R-300M model, which is pretrained on 500K hours of speech data from 128 languages. The research conducted surrounding XLS-R has been the main reasoning behind pursuing the XLS-R model for fine-tuning.

# 3 Methodology

**HuggingFace**  
Numerous python libraries exist for the development of ASR, such as scikit-learn and NLTK. These are standalone packages that are highly useful for tuning hyperparameters and developing Natural Language Processing (NLP). For this research, complex development is not needed, rather testing of existing models is the focus. Testing of new and popular models can be more difficult to implement and test in these environments, as they are not easily accessible yet.   
The platform HuggingFace is more accessible. The HF community provides a wide range of publicly accessible pretrained models and datasets that can be modified with ease and reuploaded to the HF hub for public use. Over 25 transformer tasks are available for use, e.g. ASR, image classification and text generation. For clarification, if a model is pretrained, it has already been adapted on data before. If a model is fine-tuned, it has been trained on a downstream task, such as ATC data transcription. So, a model can both be pretrained and fine-tuned. In this paper, fine-tuning and training are used interchangeably. Models and datasets are constantly updated, which implies that SOTA tools are attainable. HF has a course for beginners and a decent documentation of the main libraries used: Datasets and Transformers. The learning curve is high, but the models and data delivered outweigh the costs compared to other libraries.

**Development**Different platforms are used for the development of transcribing, evaluating, training and testing of ASR models. HF recommends using Google Colab for ease of programming and the absence of needing to owning a high-end GPU for computation. For low computational power demanding tasks, such as small batch transcription, Google Colab is used, but the free to use platform has limitations that are diminishing our resources. GPUs can be either T4, P100 or a K80. These GPUs are inconsistently allocated by Google Colab and are unpredictable. Fine-tuning models and transcribing full datasets regularly exceed the resources (GPU ram, disk space and system ram) made available by Google Colab, leading to resource deprivation.   
For this reason, local development in scripts is done in addition to cloud development. A GeForce GTX 1080 GPU is used for transcribing full datasets and training of models for more robust development.

**Data**There is a distinct shortage of publicly available data for ATC that can be used for ASR, as most datasets do not include transcriptions (Badrinath & Balakrishnan, 2022). Websites such as ‘*liveatc.net*’ provide, as the domain name implies, live and very recent ATC communication audio. Based on airport codes and frequencies, different radio communication is selected and listened to. This data does not include transcriptions and is therefore not suitable for training our models. Audio data is abundant and publicly available; however, audio data has to be manually transcribed, which is costly and time-consuming, leading to lower accessibility of transcribed ATC data (Zuluaga-Gomez et al., 2020).  
Data augmentation techniques have been shown to give an increase in performance when applied to low resource data (Tüske et al., 2014). Here, text data is normalized and unused tokens are removed, as they are deemed uninformative to transcription.

**Models**  
The models used are imported from the HF community. They are not trained or fine-tuned specifically on ATC data, as that domain has not been explored/published by the community yet. It is important that the models are recent, as ASR models are consistently updated and improved upon. Four models were considered for evaluating Wav2Vec2 models:

Base: facebook/wav2vec2-base-960h.   
Currently the most popular ASR model on HF that is updated approximately every 3 months. It has been pretrained and fine-tuned on 960 hours of Librispeech data. This model is called ‘base’ as it is mostly used for further training on a downstream task (finetuning). This model works well when clean, regular speech data is fed.

Robust: facebook/wav2vec2-large-robust-ft-swbd-300h.   
This model is a pretrained and fine-tuned version of the facebook/wav2vec2-large-robust model. The latest update to this model was 5 months ago. The data it has been fine-tuned on 300 hours of the Switchboard corpus. This is a telephone speech corpus that contains noisy data. This model has been chosen to see exactly how robust a robust model is when transcribing ATC data.

huBERT: facebook/hubert-large-ls960-ft.   
This model has been fine-tuned on 960 hours of Librispeech data and had its currently last update three months ago. The huBERT model follows the Wav2Vec2 architecture and extends upon it. huBERT’s training process is fundamentally different from Wav2Vec2, which the specifics of are out of scope. It has been shown that the model either improves or matches the performance of Wav2Vec2 (W. N. Hsu et al., 2021), so it is interesting to see if it performs better than the base and robust model on transcribing ATC data.

XLS-R: jonatasgrosman/wav2vec2-large-xlsr-53-english.  
The XLS-R model has been used for learning multilingual speech representation, dialect identification and accent identification (Pascal & Dominique, 2021). These challenges are apparent in ATC transcription as well, even though they are not the main objectives. The XLS-R model has been chosen, because the architecture uses contrastive learning and might perform better compared to the other models as a result. This specific model is updated regularly, with the last update pushed to HF being less than a month ago since beginning research.

**Evaluation**  
Evaluation of the model transcriptions was done by using the Word Error Rate (WER) and Character Error Rate (CER). These are the standard for ASR models as the accuracy from speech to text is the most important here (Malik et al., 2021). Metrics such as Glue or Bleu are not useful here, as they give information on the meaning of the output text compared to the reference text. These metrics are not needed in our ASR models and are thus omitted.  
The perplexity metric is used as well to determine how rare sentences are to appear in a gpt-2 text generation model. This model is trained on the text on 45 million Reddit web pages and contains 1.5 billion parameters. The gpt-2 model has been chosen, because it is the most popular text generation model found on HF with over 12 million downloads.

|  |  |
| --- | --- |
| **Training steps** | **Hours** |
| 10 | 0.011 |
| 50 | 0.053 |
| 150 | 0.158 |
| 500 | 0.528 |
| 1000 | 1.056 |

**Fine-tuning**   
Fine-tuning (training) is done using the standard template given by user ‘patrickvonplaten’ on the HF blog. Hyperparameters are not tuned to the dataset and models, as resources are limited. Training is done locally, as Google Colab has limitations that are mentioned above.   
The number of training data steps in which the models were fine-tuned in are chosen from the three defined distributions: low, medium and high data ranges. Ranges being from 1-100, 101- 500 and 501-inf respectively. Due to time and resource restrictions, only five models are fine-tuned.

* Two models in the low data range: 10 and 50 training samples.
* Two models in the medium data range: 150 and 500 training samples.
* One model in the high data range: 1000 training samples.

*Table 1: Ranges converted to hours*

**Addition** **Language** **model**  
The language model was made using an ARPA file containing only the training and validation transcriptions. Excluding the test cases from this file improves integrity and reduces overfitting. Overfitting is already a problem, as the dataset is quite small and only contains 743 unigrams. Because the word count is low, 1-5-grams are stored. Higher/lower N-grams are available, but are not studied here. Including a language model can boost the performance of ASR and is tested in this paper.

**XLS-R model**The reasoning behind choosing to finetune only the XLS-R model consists of three reasons. Firstly, the model is evaluated to be the most interesting to research on ATC data, as it has been shown that the model handles accents and multilingual data very well in comparison to the other models (Babu et al., 2021). Secondly, this model is exceedingly recent, as updates are posted regularly. It could have been interesting to fine-tune all the models; however, our resources would not grant this, producing the third reason. Given this information, the XLS-R model is the best option.

# 4 Experiments

**Data**  
In this research, the ATCOSIM dataset is used. This corpus provides ten hours of speech data, pronounced by ten non-native speakers in the English language. A subset of the dataset can be found in the appendix. It includes additional information on the recording sessions and speakers, such as: Gender, speaker id, recording length, etc. This information was not used/ researched as it is out of the scope of this paper.  
The ATCOSIM dataset is a simulation of real-time ATC. The data is considered clean, as speech recordings were made in a controlled environment (Hofbauer et al., 2018)). Transcriptions have an average duration of 3.8 seconds. The same ATC lingo is used in the 10-hours of speech data. The data is noisy, as a close-talk headset microphone is used. Speaking style, language use, background noise and stress levels were kept as realistic as possible, but the representability of ATCOSIM to real ATC data has not been studied yet. Another limitation of this dataset is that it only contains speech of controllers and thus excluding pilots. Variables from the pilots’ side such as background noise are neglected, which should be taken into consideration when evaluating the generalisability of the studied ASR models.

The perplexity of the transcriptions of ATCOSIM is compared to the Google/fleurs corpus from HF. The Google/fleurs dataset contains sentences that are much more common in regular speech than the ATCOSIM dataset. The mean perplexity of the test cases from the Google/fleurs dataset is 35.98, while the ATCOSIM bears a staggering 175.08 mean perplexity. This shows that the ATCOSIM significantly diverges from normal speech, which constitutes to low performance of regular speech models on this data.

The ATCOSIM dataset can be downloaded from the internet and can be obtained on DVD. It is not yet available on HF. The corpus is formatted in ISO, which needs to be reformatted for HF transformers use. As mentioned above, additional information on speakers and recordings are removed from the dataset and will not be used.  
Additionally, unusable rows in the dataset are removed. Unusable meaning:

* Rows containing transcriptions that exceed the maximal duration allowed for training and model transcription, as GPU usage is a limitation in this research.
* Rows containing information that is chosen not to be included for research as it is either out of the scope or to increase efficiency of ASR. Such information includes: Human noise, word fragments, empty utterances, off-talk, nonsensical words, foreign language and unknown words. These are represented by the tags respectively: [HNOISE], [FRAGMENT], [EMPTY], (<OT> … </OT>), [NONSENSE] and (<FL> … </FL>). Where three dots represent the speech that corresponds to the tags.
* The characters in the transcription that are regarded as not useful for training and transcription. Keeping the transcriptions as simple as possible generally increases efficiency of ASR models (Tüske et al., 2014). Characters that were removed, separated by ‘*\*’: [*\=\~\@\,\?\.\!\-\;\:\"\“\%\‘\”\�\'*].

The ATCOSIM corpus originally has 10078 rows, however after cleaning up and pruning, 9397 rows remain. The train-validation-test split is made using an 8:1:1 ratio, which correlates to 7526-940-931 rows respectively. However, due to resource limitations, only a maximum of 1000 training rows and a constant 50 validation rows are used for training. The number of test cases stay consistently 931.

## Settings

All training experiments use the same set of hyperparameters. The feature encoder is frozen during the fine-tuning phase, as it is trained sufficiently during pretraining. We fine-tune each model for 7.5k steps, with a 100-step warm-up phase. We fine-tune each model on a GeForce GTX 1080 with an effective batch size of 8 (batch size of 4, gradient accumulation of 2). Learning rate is increased linearly until 3e−4 during warm-up, then it linearly decays.

# 5 Results

First, the pretrained models that are directly pulled from HF are evaluated. In figure 1 it shown that the WER and CER are relatively high. These models were not given an explicit language model. The base model performs the worst, which is expected, as it has not been pretrained on noisy speech data. It has the lowest WER and CER. The base model is the oldest model that is researched, which should be noted.   
The robust model performs better compared to the base model, as it is pretrained and fine-tuned on noisy telephone speech data. This results in a significant reduction in WER and a decent reduction in CER.  
The huBERT model possesses the smallest WER and CER. Improved or identical performance compared to standard Wav2vec2 models is expected from the huBERT model (W. N. Hsu et al., 2021). A modified architecture might be the cause of this, as the model has been fine-tuned on the same data as the base and robust model.  
The XLS-R model was expected to have a lower WER than the base and robust model, as it ought to have an advantage in transcribing data that has multiple accents (Zuluaga-Gomez et al., 2022). However, this is not the case. The cause for this might be that the robust model has a bigger advantage, as it is pretrained on noisy data, in contrast to the XLS-R model.  
The CER is relatively low for all models, which indicates that the models are able to recognize letters being spoken, however, they do not have an in-domain language model. Airport names and callsigns are uncommon in regular speech, relating to a high WER.

Figure 1: Evaluation of pretrained models in WER and CER.

To continue, the XLS-R model is fine-tuned on increasing amounts of data (figure 2). We see a massive drop in WER and CER as the amount of data increases. The WERR for the XLS-R-10 model is already at ~39%. The highest WERR is seen found in the XLS-R-1000 model at ~93%. CER Reduction CERR for the XLS-R-1000 model is significant as well (~92%).

Figure 2: Evaluation of the fine-tuned XLS-R models in WER and CER.

Next, a language model is added to the Wav2Vec2 processor. Absolute reduction of performance seems to be variable, but relative reduction of the WER and CER per model achieves ~33% decrease on WER and ~18% decrease on CER. The model with the lowest WER and CER is, as expected, the XLS-R-1000\* model. However, the WERR of the lower data provided models are significant and impressive as well.

Figure 3: Evaluation of the fine-tuned XLS-R models in addition to a language model in WER and CER.

|  |  |  |
| --- | --- | --- |
| **Model** | **WERR** | **CERR** |
| xls-r-10\* | -32% | -21% |
| xls-r-50\* | -44% | -29% |
| xls-r-150\* | -30% | -17% |
| xls-r-500\* | -33% | -18% |
| xls-r-1000\* | -33% | -16% |

Table 2 WERR and CERR of the models including an in-domain language model, in comparison to the models without the language model

The overall improvement of the XLS-R model is shown in figure 4. It shows that fine-tuning on ATC data can significantly improve the overall performance on WER and CER, especially in addition to a language model.

Figure 4: Improvement of the XLS-R model in WER and CER

# 6 Discussion

**Comparison to Zuluaga-Gomez et al. 2022**  
Similar work on fine-tuning older models has been done on ATC data (Zuluaga-Gomez et al., 2022). Zuluaga-Gomez and colleagues’ lowest utilization of training data consists of 5 minutes of speech and achieved WERs of 40% and 43.9% for ISAVIA and NATS respectively. Air navigation service providers collected and annotated these datasets, which originated from actual ATC communication. As a different dataset is used for evaluation, a comparison between the models does not seem logical. Especially since the data that is used here is not actual ATC data. However, it should be mentioned that the WER and CER acquired from the XLS-R-1000\* model are extremely low, considering only 1 hour of training data was used to fine-tune the model.  
The lowest utilization of training data in our research is 38 seconds and achieved a WER of 43% without an addition language model. Addition of a domain specific language model further decreases WER to 0.29, resulting in a better ASR model using less training data. Again, these model performances should not be compared to the work that has been done by Zuluaga-Gomez and colleagues, rather it should give insight on the model capability.

**Unusually high performance - Overfitting**  
The definite WERR and CERR of the XLS-R-1000\* model compared to the original pulled xls-r model from HF amount to ~95.5% and ~96.1% respectively. Such high rates are unusual and could be explained by the origins of the ATCOSIM dataset. As it is simulated, data is similar. Ten speakers are used to fill the corpus and recordings have the same audio quality.  
Also, all speakers were integrated in the train, test and validation set. Even though the model is tested on unseen data, the model is most likely overfitting the data. Therefore, it would have been better to isolate speaker(s) from the train and test set during preprocessing.  
Another reason for high performance is overfitting of the language model. Since the model was constructed on 90% of available ATCOSIM data. The remaining 10% of the test data is too similar to training and validation set to label these models as generalizable.

**Evaluation XLS-R-1000\***  
The best performing model of this research has shown to be the XLS-R-1000\* model. Examination of errors made by this model is valuable, as it gives insight on the usability of the model in practice.

First, it has been shown that WER and CER are relatively low (<5%) compared to the standard models pulled from HF (figure 4). However, callsign detection is essential in the ATC domain. A common error made by the model is found at the start of the callsign, as the model wrongly predicts the names of the airline codes. Predictions made are still recognizable, but they are wrong. For example, *‘golf’* is predicted to be *‘goll’*, which is useful information, as currently no other airline code sound or looks close to this word. Still, it is wrongly predicted and contributes to the performance drop of this model.   
The model is able to recognize numbers well, as the model rarely predicts them wrong. For example, *‘two’* is predicted as *‘to’*, but it is discernible to recognize as the number ‘*two’*. Even though these errors are rare, they are present.

Second, speech files containing only a single word are regularly incorrectly predicted (appendix table 2). The reason for this is that the model highly depends on the language model when it is not sure which word it should predict based on audio quality alone. However, the language model has no context before or after the singular word is shown. This leads to the model basing its prediction on noisy audio quality, which is highly error prone.   
The impact of these errors on practical use of this model is negligible. Errors in single word communication is not the main cause of ATC miscommunication (Helmke et al., 2016). Complete and flawless callsign delivery is of more importance, as the essence of the message is encapsulated in it.

Third, the model frequently adds/subtracts non-lexical conversation sounds, such as: *‘ah’* and *‘oh’* (appendix table 2). These small errors are not considered to be detrimental to performance, as the manually transcribed data is not consistent. Having listened to the audio data that corresponds to these transcriptions, it is found that the presence of these sounds can be ambiguous. These errors should therefore not be detrimental to performance, contradictory to WER and CER. The addition or subtraction of these words should have no shift in meaning of the message. Is a different metric more suitable?

**Evaluation Metric**  
It has been shown above that the model makes different errors, but where does the focus lie? Errors such as *‘ah’* and *‘oh’* does not change the concept of the information sent/received. The essence of information is not captured by WER or CER, just the crude errors words and characters.  
Should a different metric than WER and CER be used? In a study conducted by Oualil and colleagues two additional ATC specific metrics are used to more accurately represent performance of transcribing ATC data (Oualil et al., 2015). Concept Error Rate (ConER) and Command Error Rate (CmdER) are introduced. ConER makes use of labelled transcribed data to determine if the utterance is either a command or a callsign. CmdER requires all concepts in the utterance to be correct. WER and CER can be compared to CmdER and ConER respectively, as CmdER determines performance on a broad level (macro – word based) and ConER determines performance in a narrower view (micro – character based).   
Specific ATC metrics would have been interesting to research given the ATCOSIM corpus and the fine-tuned models, as WER and CER do not fully capture performance (Srinivasamurthy et al., 2017).

**Further research**Models on HF have not been studied intensively on ATC data, which leads to many different opportunities for further researching the field. Questions that could not be answered during this research due to breach of focus or resource constraints are documented here to inspire further research.

**Additional Models**  
Only one recent pretrained model is fine-tuned in this paper. To fully capture the performance Wav2Vec2.0 models have on transcribing ATC data, other (mentioned) models can be researched as well. This has been done before (Zuluaga-Gomez et al., 2022), but SOTA ASR models are developed commonly on a weekly basis and should be examined on their performance when the domain is shifted.

**Variable Training Data**  
Fine-tuning on variable amounts speech data to show the effect it has on performance. This has been done in this paper; however, fine-tuning was limited to only ~1 hour of speech data due to GPU restrictions. Deploying the experiments on a higher scale would certainly give more insight on efficient data usage.

**Tuning Hyperparameters**  
Hyperparameters were not tuned during training. Standard procedures were followed from the HF community and were sufficient for conducted research. Tuning the training settings leaves possibilities for further improvement of the models, training efficiency and conceptual comprehension of training on ATC data.

**Generalisation**  
Publicly available transcribed ATC audio is scarce and a limitation of research, hence performance generalisation of the models is limited. Evaluation on various (real) ATC audio data is required for further development of the models.

**Additional Language Models**  
Performance of variable language models can be researched as well. Only a single language model is used here, as focus is kept on the improvement *a* language model has on the task at hand. For further research, multiple language models should be tested and evaluated on performance increase. Language models should include variable N-gram sizes and in/out data origin construction for completeness. The language model considered here originates from the same dataset that is used for training, which can lead to overfitting, but needs confirmation.  
A finite state machine can be used for creating a language model (more) independent of training data (Oualil et al., 2015). Huge amounts of text data can be constructed and compiled to generate a language model. The finite state machine provides a blueprint for callsigns and commands, which can decrease errors shown above. Numerical callsign errors such as *‘two’* predicted as *‘to’* should be less common, as the grammar increases the probability that the ASR model predicts *‘two’* when the word is situated in a callsign (Nguyen & Holone, 2015). In practice, all airline names are known to air traffic controllers, so names can be added to the language model for completeness and might increase model accuracy.

**How robust are pretrained and fine-tuned ASR models on ATC data?**  
The models that were imported directly from the HF community show very low robustness without any fine-tuning. Lowest achieved WER and CER are 51% and 22% respectively, which are attained by the huBERT model. However, after fine-tuning the XLS-R model without an in-domain language model, the WER and CER already drastically drop, with the best model (XLS-R-1000) already achieving a reasonable WER of ~5% (Helmke et al., 2016). Addition of a language model further decreases WER and CER, achieving a high performance XLS-R model. Robustness of the models directly pulled from the HF is thus very low on ATC data, though minor training and an in-domain language model can have a major impact.

**How does a language model affect the performance of a fine-tuned XLS-R model on ATC data?**It has been shown above that the in-domain language model has ~33% decrease on WER and ~18% decrease on CER on XLS-R models. The language model gives a performance boost in exchange for low additional computation power. For example, it can be deduced that *‘to’* should be interpreted as *‘two’* when the word is contained in a callsign. This can be easily implemented using a language model, while it might take more data/training to receive the same result.

**How does the amount of data used to fine-tune affect performance of a fine-tuned XLS-R model on ATC data?**In figure 2 the models without a language model are shown in ascending order of training data used. There does not seem to be a performance decrease when fine-tuning on 1000 rows of data, which leads to the conclusion that it might be possible to increase the amount of training data further, potentially achieving higher performance. Overfitting might be even more apparent than shown above, though this needs further work for confirmation. In this paper however, it seems clear that more training data equals higher performance, given that we only use a maximum of 10% of training data.

# 7 Conclusion

­­This paper adapted, analysed and evaluated pretrained and finetuned Wav2Vec2 models on ATC transcription using simulated ATC communication data. Models were compared using WER and CER, with the best model (XLS-R-1000\*) achieving ~3% and ~1.5% respectively. WERR and CERR of ~95.5% and ~96.1% respectively were reached on the ATCOSIM dataset. Errors that were still made by the best model contain callsign detection, single word prediction and addition/subtraction of non-lexical words. Callsigns are still recognizable, but perform poorly according to WER and CER; other metrics such as CmdER and ConER should be used. Furthermore, it was demonstrated that models directly imported from HF are not robust considering ATC data, though minor training will greatly improve performance. Next, an in-domain language model extended the XLS-R models and it is shown that the language model has a significant impact on WER and CER on the lower data trained examples (high WERR and CERR), though the effect decreases when increasing training data. Lastly, variable amounts of training data were plotted against WER and CER to show that there is a negative correlation between them, which did not change when 10% of training data was used.
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# 9 Appendix

Full list of code, data and output files can be found at <https://github.com/KaranChand/ATC>. This includes data augmenting, fine-tuning and evaluation of ATC data.  
Augmented data can be found on HuggingFace: <https://huggingface.co/KaranChand>  
All models and data used are uploaded and available for personal use.

Table 3: A subset of the ATCOSIM dataset:  
![](data:image/x-emf;base64,AQAAAGwAAAAAAAAAAAAAALoFAABQAAAAAAAAAAAAAACjhQAAYgcAACBFTUYAAAEAIEgAAN0BAAAJAAAAAAAAAAAAAAAAAAAAAAoAAKAFAABVAgAAUAEAAAAAAAAAAAAAAAAAAAgcCQCAIAUARgAAACwAAAAgAAAARU1GKwFAAQAcAAAAEAAAAAIQwNsBAAAAYAAAAGAAAABGAAAAXAAAAFAAAABFTUYrIkAEAAwAAAAAAAAAHkAJAAwAAAAAAAAAJEABAAwAAAAAAAAAMEACABAAAAAEAAAAAACAPyFABwAMAAAAAAAAAARAAAAMAAAAAAAAACEAAAAIAAAAIgAAAAwAAAD/////IQAAAAgAAAAiAAAADAAAAP////8KAAAAEAAAAAAAAAAAAAAAIQAAAAgAAAAlAAAADAAAAA0AAIAYAAAADAAAAAAAAAAZAAAADAAAAP///wASAAAADAAAAAIAAAAWAAAADAAAAAAAAAAUAAAADAAAAA0AAAAlAAAADAAAAAcAAIAlAAAADAAAAAAAAIBLAAAAEAAAAAAAAAAFAAAAIgAAAAwAAAD/////IQAAAAgAAAAZAAAADAAAAP///wAYAAAADAAAAAAAAAAeAAAAGAAAAAAAAAAAAAAAuwUAAFEAAABLAAAAEAAAAAAAAAAFAAAAIgAAAAwAAAD/////IQAAAAgAAAAZAAAADAAAAP///wAYAAAADAAAAAAAAAAeAAAAGAAAAAAAAAAAAAAAuwUAAFEAAAAiAAAADAAAAP////8hAAAACAAAABkAAAAMAAAA////ABgAAAAMAAAAAAAAAB4AAAAYAAAAAQAAAAEAAAC7BQAAUQAAACIAAAAMAAAA/////yEAAAAIAAAAGQAAAAwAAAD///8AGAAAAAwAAAAAAAAAHgAAABgAAAABAAAAAQAAALsFAABRAAAAIgAAAAwAAAD/////IQAAAAgAAAAZAAAADAAAAP///wAYAAAADAAAAAAAAAAeAAAAGAAAAAEAAAABAAAAuwUAAFEAAAAnAAAAGAAAAAEAAAAAAAAAW5vVAAAAAAAlAAAADAAAAAEAAAAYAAAADAAAAFub1QAZAAAADAAAAFub1QBMAAAAZAAAAAEAAAABAAAAugUAABQAAAAAAAAAAAAAALsFAAAVAAAAIQDwAAAAAAAAAAAAAACAPwAAAAAAAAAAAACAPwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAJwAAABgAAAACAAAAAAAAAN3r9wAAAAAAJQAAAAwAAAACAAAAKAAAAAwAAAABAAAAGAAAAAwAAADd6/cAGQAAAAwAAADd6/cATAAAAGQAAAABAAAAFAAAALoFAAAoAAAAAAAAABQAAAC7BQAAFQAAACEA8AAAAAAAAAAAAAAAgD8AAAAAAAAAAAAAgD8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAEwAAABkAAAAAQAAADwAAAC6BQAAUAAAAAAAAAA8AAAAuwUAABUAAAAhAPAAAAAAAAAAAAAAAIA/AAAAAAAAAAAAAIA/AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAABSAAAAcAEAAAEAAADx////AAAAAAAAAAAAAAAAvAIAAAAAAAAAAAAgQwBhAGwAaQBiAHIAaQAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADAAAAAwAAAAeKaPADOxanYAAFsDAAAAAKAnbxfHj7LJMAAAADAAAAAgAYwXAAAAAAAAAAAwAAAARKaPADOJHXZMqI8AgBttdheMS7/+////vKaPAMqJHXYAAAAAwhABVCABjBeABaIAAAAAAAAAkEESAAAAAAAAAAAAAAAwAAAAoCdvF6ApbxegAQAAAAEAAAAAAAAcp48ABp0fdjAAAAAKAAAACgAAADkAAAAwAAAAiPYcBwAACv//////pEQAAAoKCgCo4hEHAAAAAMIQVP//////pEQAAAoAAAA5AAAAMAAAAAoAAAAAAAAAiKiPAOTEmXVkdgAIAAAAACUAAAAMAAAAAQAAABgAAAAMAAAA////ABkAAAAMAAAA////ABIAAAAMAAAAAQAAAFQAAACEAAAAAwAAAAIAAAA6AAAAEwAAAAIAAAAAAAAAAAAAAAMAAAACAAAACQAAAEwAAAAAAAAAAAAAAAAAAAD//////////2AAAABkAGkAcgBlAGMAdABvAHIAeQDzLQgAAAAEAAAABQAAAAgAAAAGAAAABQAAAAgAAAAFAAAABwAAAFQAAACUAAAAUQAAAAIAAACeAAAAEwAAAAIAAAAAAAAAAAAAAFEAAAACAAAADAAAAEwAAAAAAAAAAAAAAAAAAAD//////////2QAAABzAHUAYgBkAGkAcgBlAGMAdABvAHIAeQAGAAAACAAAAAgAAAAIAAAABAAAAAUAAAAIAAAABgAAAAUAAAAIAAAABQAAAAcAAABUAAAAfAAAALUAAAACAAAA7AAAABMAAAACAAAAAAAAAAAAAAC1AAAAAgAAAAgAAABMAAAAAAAAAAAAAAAAAAAA//////////9cAAAAZgBpAGwAZQBuAGEAbQBlAAUAAAAEAAAABAAAAAgAAAAIAAAABwAAAAwAAAAIAAAAVAAAAIgAAAAGAQAAAgAAAEkBAAATAAAAAgAAAAAAAAAAAAAABgEAAAIAAAAKAAAATAAAAAAAAAAAAAAAAAAAAP//////////YAAAAHMAcABlAGEAawBlAHIAXwBpAGQABgAAAAgAAAAIAAAABwAAAAcAAAAIAAAABQAAAAcAAAAEAAAACAAAAFQAAACIAAAAbAEAAAIAAACsAQAAEwAAAAIAAAAAAAAAAAAAAGwBAAACAAAACgAAAEwAAAAAAAAAAAAAAAAAAAD//////////2AAAABzAGUAcwBzAGkAbwBuAF8AaQBkAAYAAAAIAAAABgAAAAYAAAAEAAAACAAAAAgAAAAHAAAABAAAAAgAAABUAAAAlAAAAMMBAAACAAAAEQIAABMAAAACAAAAAAAAAAAAAADDAQAAAgAAAAwAAABMAAAAAAAAAAAAAAAAAAAA//////////9kAAAAdQB0AHQAZQByAGEAbgBjAGUAXwBpAGQACAAAAAUAAAAFAAAACAAAAAUAAAAHAAAACAAAAAYAAAAIAAAABwAAAAQAAAAIAAAAVAAAAJwAAAAoAgAAAgAAAHYCAAATAAAAAgAAAAAAAAAAAAAAKAIAAAIAAAANAAAATAAAAAAAAAAAAAAAAAAAAP//////////aAAAAHQAcgBhAG4AcwBjAHIAaQBwAHQAaQBvAG4AAiIFAAAABQAAAAcAAAAIAAAABgAAAAYAAAAFAAAABAAAAAgAAAAFAAAABAAAAAgAAAAIAAAAVAAAALQAAAAXAwAAAgAAAIUDAAATAAAAAgAAAAAAAAAAAAAAFwMAAAIAAAARAAAATAAAAAAAAAAAAAAAAAAAAP//////////cAAAAHIAZQBjAG8AcgBkAGkAbgBnAF8AYwBvAHIAcgB1AHAAdABaRgUAAAAIAAAABgAAAAgAAAAFAAAACAAAAAQAAAAIAAAABwAAAAcAAAAGAAAACAAAAAUAAAAFAAAACAAAAAgAAAAFAAAAVAAAANwAAACcAwAAAgAAADsEAAATAAAAAgAAAAAAAAAAAAAAnAMAAAIAAAAYAAAATAAAAAAAAAAAAAAAAAAAAP//////////fAAAAGMAbwBtAG0AZQBuAHQAXwB0AHIAYQBuAHMAYwByAGkAcAB0AGkAbwBuAGkAcwB0AAYAAAAIAAAADAAAAAwAAAAIAAAACAAAAAUAAAAHAAAABQAAAAUAAAAHAAAACAAAAAYAAAAGAAAABQAAAAQAAAAIAAAABQAAAAQAAAAIAAAACAAAAAQAAAAGAAAABQAAAFQAAACIAAAAUgQAAAIAAACUBAAAEwAAAAIAAAAAAAAAAAAAAFIEAAACAAAACgAAAEwAAAAAAAAAAAAAAAAAAAD//////////2AAAABsAGUAbgBnAHQAaABfAHMAZQBjAAQAAAAIAAAACAAAAAcAAAAFAAAACAAAAAcAAAAGAAAACAAAAAYAAABUAAAAlAAAALQEAAACAAAAAQUAABMAAAACAAAAAAAAAAAAAAC0BAAAAgAAAAwAAABMAAAAAAAAAAAAAAAAAAAA//////////9kAAAAcgBlAGMAbwByAGQAaQBuAGcAXwBpAGQABQAAAAgAAAAGAAAACAAAAAUAAAAIAAAABAAAAAgAAAAHAAAABwAAAAQAAAAIAAAAVAAAANAAAAAYBQAAAgAAAKYFAAATAAAAAgAAAAAAAAAAAAAAGAUAAAIAAAAWAAAATAAAAAAAAAAAAAAAAAAAAP//////////eAAAAHIAZQBjAG8AcgBkAGkAbgBnAF8AcwB0AGEAcgB0AHAAbwBzAF8AcwBlAGMABQAAAAgAAAAGAAAACAAAAAUAAAAIAAAABAAAAAgAAAAHAAAABwAAAAYAAAAFAAAABwAAAAUAAAAFAAAACAAAAAgAAAAGAAAABwAAAAYAAAAIAAAABgAAABgAAAAMAAAAAAAAAFIAAABwAQAAAwAAAPH///8AAAAAAAAAAAAAAACQAQAAAAAAAAAAACBDAGEAbABpAGIAcgBpAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAMAAAADAAAACIqI8AM7FqdgAAWwMAAAAA6EtvFzeBsskwAAAAMAAAALCsixcAAAAAAAAAADAAAABUqI8AM4kddlyqjwCAG212F4xLv/7////MqI8AyokddgAAAADCEAFUsKyLF4AFogAAAAAAAACQQRIAAAAAAAAAAAAAADAAAADoS28X6E1vF6ABAAAAAQAAAAAAACypjwAGnR92MAAAAAoAAAAKAAAAOQAAADAAAACI9hwHAAAI//////+kRAAACggKAKjiEQcAAAAAwhBU//////+kRAAACgAAADkAAAAwAAAACgAAAAAAAACYqo8A5MSZdWR2AAgAAAAAJQAAAAwAAAADAAAAVAAAAGAAAAADAAAAFgAAABsAAAAnAAAAAgAAAAAAAAAAAAAAAwAAABYAAAADAAAATAAAAAAAAAAAAAAAAAAAAP//////////VAAAAHMAbQAxAPg4BgAAAAwAAAAHAAAAVAAAAHAAAABRAAAAFgAAAH4AAAAnAAAAAgAAAAAAAAAAAAAAUQAAABYAAAAGAAAATAAAAAAAAAAAAAAAAAAAAP//////////WAAAAHMAbQAxAF8AMAAxAAYAAAAMAAAABwAAAAcAAAAHAAAABwAAAFQAAACIAAAAtQAAABYAAAD+AAAAJwAAAAIAAAAAAAAAAAAAALUAAAAWAAAACgAAAEwAAAAAAAAAAAAAAAAAAAD//////////2AAAABzAG0AMQBfADAAMQBfADAAMQA4AAYAAAAMAAAABwAAAAcAAAAHAAAABwAAAAcAAAAHAAAABwAAAAcAAABUAAAAYAAAAAYBAAAWAAAAHgEAACcAAAACAAAAAAAAAAAAAAAGAQAAFgAAAAMAAABMAAAAAAAAAAAAAAAAAAAA//////////9UAAAAcwBtADEAMTUGAAAADAAAAAcAAABUAAAAVAAAALcBAAAWAAAAvQEAACcAAAACAAAAAAAAAAAAAAC3AQAAFgAAAAEAAABMAAAAAAAAAAAAAAAAAAAA//////////9QAAAAMQACggcAAABUAAAAWAAAABUCAAAWAAAAIgIAACcAAAACAAAAAAAAAAAAAAAVAgAAFgAAAAIAAABMAAAAAAAAAAAAAAAAAAAA//////////9QAAAAMQA4AAcAAAAHAAAAVAAAADgBAAAoAgAAFgAAAA8DAAAnAAAAAgAAAAAAAAAAAAAAKAIAABYAAAAnAAAATAAAAAAAAAAAAAAAAAAAAP//////////nAAAAHIAbwBnAGUAcgAgAHQAdQByAG4AIABsAGUAZgB0ACAAaABlAGEAZABpAG4AZwAgAG8AbgBlACAAZQBpAGcAaAB0ACAAZgBpAHYAZQAgAPN5BQAAAAgAAAAHAAAACAAAAAUAAAADAAAABQAAAAgAAAAFAAAACAAAAAMAAAAEAAAACAAAAAUAAAAFAAAAAwAAAAgAAAAIAAAABwAAAAgAAAAEAAAACAAAAAcAAAADAAAACAAAAAgAAAAIAAAAAwAAAAgAAAAEAAAABwAAAAgAAAAFAAAAAwAAAAUAAAAEAAAABwAAAAgAAAADAAAAVAAAAFQAAACQAwAAFgAAAJYDAAAnAAAAAgAAAAAAAAAAAAAAkAMAABYAAAABAAAATAAAAAAAAAAAAAAAAAAAAP//////////UAAAADAADQYHAAAAVAAAAHwAAAB6BAAAFgAAAK4EAAAnAAAAAgAAAAAAAAAAAAAAegQAABYAAAAIAAAATAAAAAAAAAAAAAAAAAAAAP//////////XAAAADIALgAzADcANwA2ADIANQAHAAAABAAAAAcAAAAHAAAABwAAAAcAAAAHAAAABwAAAFQAAAB8AAAAtAQAABYAAADrBAAAJwAAAAIAAAAAAAAAAAAAALQEAAAWAAAACAAAAEwAAAAAAAAAAAAAAAAAAAD//////////1wAAAAwADEAMQBfADAAMAAxADgABwAAAAcAAAAHAAAABwAAAAcAAAAHAAAABwAAAAcAAABUAAAAfAAAAIMFAAAWAAAAtwUAACcAAAACAAAAAAAAAAAAAACDBQAAFgAAAAgAAABMAAAAAAAAAAAAAAAAAAAA//////////9cAAAAOQAwADIALgAwADMAOQA1AAcAAAAHAAAABwAAAAQAAAAHAAAABwAAAAcAAAAHAAAAVAAAAGAAAAADAAAAKgAAABsAAAA7AAAAAgAAAAAAAAAAAAAAAwAAACoAAAADAAAATAAAAAAAAAAAAAAAAAAAAP//////////VAAAAHMAbQAxAEjwBgAAAAwAAAAHAAAAVAAAAHAAAABRAAAAKgAAAH4AAAA7AAAAAgAAAAAAAAAAAAAAUQAAACoAAAAGAAAATAAAAAAAAAAAAAAAAAAAAP//////////WAAAAHMAbQAxAF8AMAAxAAYAAAAMAAAABwAAAAcAAAAHAAAABwAAAFQAAACIAAAAtQAAACoAAAD+AAAAOwAAAAIAAAAAAAAAAAAAALUAAAAqAAAACgAAAEwAAAAAAAAAAAAAAAAAAAD//////////2AAAABzAG0AMQBfADAAMQBfADAAMgA3AAYAAAAMAAAABwAAAAcAAAAHAAAABwAAAAcAAAAHAAAABwAAAAcAAABUAAAAYAAAAAYBAAAqAAAAHgEAADsAAAACAAAAAAAAAAAAAAAGAQAAKgAAAAMAAABMAAAAAAAAAAAAAAAAAAAA//////////9UAAAAcwBtADEA4mUGAAAADAAAAAcAAABUAAAAVAAAALcBAAAqAAAAvQEAADsAAAACAAAAAAAAAAAAAAC3AQAAKgAAAAEAAABMAAAAAAAAAAAAAAAAAAAA//////////9QAAAAMQAOAAcAAABUAAAAWAAAABUCAAAqAAAAIgIAADsAAAACAAAAAAAAAAAAAAAVAgAAKgAAAAIAAABMAAAAAAAAAAAAAAAAAAAA//////////9QAAAAMgA3AAcAAAAHAAAAVAAAAAgBAAAoAgAAKgAAAOgCAAA7AAAAAgAAAAAAAAAAAAAAKAIAACoAAAAfAAAATAAAAAAAAAAAAAAAAAAAAP//////////jAAAAG0AYQBsAGEAeQBzAGkAYQBuACAAdAB3AG8AIAByAGgAZQBpAG4AIABpAGQAZQBuAHQAaQBmAGkAZQBkACAAAAAMAAAABwAAAAQAAAAHAAAABwAAAAYAAAAEAAAABwAAAAgAAAADAAAABQAAAAsAAAAIAAAAAwAAAAUAAAAIAAAACAAAAAQAAAAIAAAAAwAAAAQAAAAIAAAACAAAAAgAAAAFAAAABAAAAAUAAAAEAAAACAAAAAgAAAADAAAAVAAAAFQAAACQAwAAKgAAAJYDAAA7AAAAAgAAAAAAAAAAAAAAkAMAACoAAAABAAAATAAAAAAAAAAAAAAAAAAAAP//////////UAAAADAAAAAHAAAAVAAAAIgAAABsBAAAKgAAAK4EAAA7AAAAAgAAAAAAAAAAAAAAbAQAACoAAAAKAAAATAAAAAAAAAAAAAAAAAAAAP//////////YAAAADEALgA5ADkANgAxADUANgAyADUABwAAAAQAAAAHAAAABwAAAAcAAAAHAAAABwAAAAcAAAAHAAAABwAAAFQAAAB8AAAAtAQAACoAAADrBAAAOwAAAAIAAAAAAAAAAAAAALQEAAAqAAAACAAAAEwAAAAAAAAAAAAAAAAAAAD//////////1wAAAAwADEAMQBfADAAMAAyADcABwAAAAcAAAAHAAAABwAAAAcAAAAHAAAABwAAAAcAAABUAAAAkAAAAG4FAAAqAAAAtwUAADsAAAACAAAAAAAAAAAAAABuBQAAKgAAAAsAAABMAAAAAAAAAAAAAAAAAAAA//////////9kAAAAMQAwADkAMQAuADgANQAzADMANwA1AAAABwAAAAcAAAAHAAAABwAAAAQAAAAHAAAABwAAAAcAAAAHAAAABwAAAAcAAABUAAAAYAAAAAMAAAA+AAAAGwAAAE8AAAACAAAAAAAAAAAAAAADAAAAPgAAAAMAAABMAAAAAAAAAAAAAAAAAAAA//////////9UAAAAcwBtADEAAAAGAAAADAAAAAcAAABUAAAAcAAAAFEAAAA+AAAAfgAAAE8AAAACAAAAAAAAAAAAAABRAAAAPgAAAAYAAABMAAAAAAAAAAAAAAAAAAAA//////////9YAAAAcwBtADEAXwAwADEABgAAAAwAAAAHAAAABwAAAAcAAAAHAAAAVAAAAIgAAAC1AAAAPgAAAP4AAABPAAAAAgAAAAAAAAAAAAAAtQAAAD4AAAAKAAAATAAAAAAAAAAAAAAAAAAAAP//////////YAAAAHMAbQAxAF8AMAAxAF8AMAA3ADQABgAAAAwAAAAHAAAABwAAAAcAAAAHAAAABwAAAAcAAAAHAAAABwAAAFQAAABgAAAABgEAAD4AAAAeAQAATwAAAAIAAAAAAAAAAAAAAAYBAAA+AAAAAwAAAEwAAAAAAAAAAAAAAAAAAAD//////////1QAAABzAG0AMQAAAAYAAAAMAAAABwAAAFQAAABUAAAAtwEAAD4AAAC9AQAATwAAAAIAAAAAAAAAAAAAALcBAAA+AAAAAQAAAEwAAAAAAAAAAAAAAAAAAAD//////////1AAAAAxAAAABwAAAFQAAABYAAAAFQIAAD4AAAAiAgAATwAAAAIAAAAAAAAAAAAAABUCAAA+AAAAAgAAAEwAAAAAAAAAAAAAAAAAAAD//////////1AAAAA3ADQABwAAAAcAAABUAAAALAEAACgCAAA+AAAABAMAAE8AAAACAAAAAAAAAAAAAAAoAgAAPgAAACUAAABMAAAAAAAAAAAAAAAAAAAA//////////+YAAAAdgBpAHYAYQAgAGYAaQB2AGUAIABlAGkAZwBoAHQAIABmAGkAdgBlACAAcgBlAHEAdQBlAHMAdAAgAGgAZQBhAGQAaQBuAGcAIAAAAAcAAAAEAAAABwAAAAcAAAADAAAABQAAAAQAAAAHAAAACAAAAAMAAAAIAAAABAAAAAcAAAAIAAAABQAAAAMAAAAFAAAABAAAAAcAAAAIAAAAAwAAAAUAAAAIAAAACAAAAAgAAAAIAAAABgAAAAUAAAADAAAACAAAAAgAAAAHAAAACAAAAAQAAAAIAAAABwAAAAMAAABUAAAAVAAAAJADAAA+AAAAlgMAAE8AAAACAAAAAAAAAAAAAACQAwAAPgAAAAEAAABMAAAAAAAAAAAAAAAAAAAA//////////9QAAAAMAAAAAcAAABUAAAAhAAAAHMEAAA+AAAArgQAAE8AAAACAAAAAAAAAAAAAABzBAAAPgAAAAkAAABMAAAAAAAAAAAAAAAAAAAA//////////9gAAAAMgAuADcAMAA0ADMAMQAyADUAAAAHAAAABAAAAAcAAAAHAAAABwAAAAcAAAAHAAAABwAAAAcAAABUAAAAfAAAALQEAAA+AAAA6wQAAE8AAAACAAAAAAAAAAAAAAC0BAAAPgAAAAgAAABMAAAAAAAAAAAAAAAAAAAA//////////9cAAAAMAAxADEAXwAwADAANwA0AAcAAAAHAAAABwAAAAcAAAAHAAAABwAAAAcAAAAHAAAAVAAAAJAAAABuBQAAPgAAALcFAABPAAAAAgAAAAAAAAAAAAAAbgUAAD4AAAALAAAATAAAAAAAAAAAAAAAAAAAAP//////////ZAAAADIAMgAxADAALgA2ADIAMgA2ADIANQAAAAcAAAAHAAAABwAAAAcAAAAEAAAABwAAAAcAAAAHAAAABwAAAAcAAAAHAAAAJwAAABgAAAAEAAAAAAAAAP///wAAAAAAJQAAAAwAAAAEAAAAJQAAAAwAAAANAACAIgAAAAwAAAD/////IQAAAAgAAAAlAAAADAAAAAMAAAAlAAAADAAAAAIAAAAZAAAADAAAAP///wAYAAAADAAAAAAAAAAeAAAAGAAAAAAAAAAAAAAAuwUAAFEAAAAnAAAAGAAAAAUAAAAAAAAA1NTUAAAAAAAlAAAADAAAAAUAAAAoAAAADAAAAAIAAAAYAAAADAAAANTU1AAZAAAADAAAANTU1AAmAAAAHAAAAAIAAAAAAAAAAAAAAAAAAADU1NQAJQAAAAwAAAACAAAAJgAAABwAAAAGAAAAAAAAAAEAAAAAAAAAAAAAACUAAAAMAAAABgAAAEwAAABkAAAAAAAAAAAAAAD//////////wAAAAAAAAAAAQAAAAAAAAAhAPAAAAAAAAAAAAAAAIA/AAAAAAAAAAAAAIA/AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAlAAAADAAAAAIAAAAlAAAADAAAAAYAAABMAAAAZAAAAAAAAAAAAAAA//////////9OAAAAAAAAAAEAAAAAAAAAIQDwAAAAAAAAAAAAAACAPwAAAAAAAAAAAACAPwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAJQAAAAwAAAACAAAAJQAAAAwAAAAGAAAATAAAAGQAAAAAAAAAAAAAAP//////////sgAAAAAAAAABAAAAAAAAACEA8AAAAAAAAAAAAAAAgD8AAAAAAAAAAAAAgD8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACUAAAAMAAAAAgAAACUAAAAMAAAABgAAAEwAAABkAAAAAAAAAAAAAAD//////////wMBAAAAAAAAAQAAAAAAAAAhAPAAAAAAAAAAAAAAAIA/AAAAAAAAAAAAAIA/AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAlAAAADAAAAAIAAAAlAAAADAAAAAYAAABMAAAAZAAAAAAAAAAAAAAA//////////9pAQAAAAAAAAEAAAAAAAAAIQDwAAAAAAAAAAAAAACAPwAAAAAAAAAAAACAPwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAJQAAAAwAAAACAAAAJQAAAAwAAAAGAAAATAAAAGQAAAAAAAAAAAAAAP//////////wAEAAAAAAAABAAAAAAAAACEA8AAAAAAAAAAAAAAAgD8AAAAAAAAAAAAAgD8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACUAAAAMAAAAAgAAACUAAAAMAAAABgAAAEwAAABkAAAAAAAAAAAAAAD//////////yUCAAAAAAAAAQAAAAAAAAAhAPAAAAAAAAAAAAAAAIA/AAAAAAAAAAAAAIA/AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAlAAAADAAAAAIAAAAlAAAADAAAAAYAAABMAAAAZAAAAAAAAAAAAAAA//////////8UAwAAAAAAAAEAAAAAAAAAIQDwAAAAAAAAAAAAAACAPwAAAAAAAAAAAACAPwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAJQAAAAwAAAACAAAAJQAAAAwAAAAGAAAATAAAAGQAAAAAAAAAAAAAAP//////////mQMAAAAAAAABAAAAAAAAACEA8AAAAAAAAAAAAAAAgD8AAAAAAAAAAAAAgD8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACUAAAAMAAAAAgAAACUAAAAMAAAABgAAAEwAAABkAAAAAAAAAAAAAAD//////////08EAAAAAAAAAQAAAAAAAAAhAPAAAAAAAAAAAAAAAIA/AAAAAAAAAAAAAIA/AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAlAAAADAAAAAIAAAAlAAAADAAAAAYAAABMAAAAZAAAAAAAAAAAAAAA//////////+xBAAAAAAAAAEAAAAAAAAAIQDwAAAAAAAAAAAAAACAPwAAAAAAAAAAAACAPwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAJQAAAAwAAAACAAAAJQAAAAwAAAAGAAAATAAAAGQAAAAAAAAAAAAAAP//////////FQUAAAAAAAABAAAAAAAAACEA8AAAAAAAAAAAAAAAgD8AAAAAAAAAAAAAgD8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACcAAAAYAAAABwAAAAAAAACbwuYAAAAAACUAAAAMAAAABwAAABgAAAAMAAAAm8LmABkAAAAMAAAA////ACgAAAAMAAAAAgAAACYAAAAcAAAAAgAAAAAAAAAAAAAAAAAAAJvC5gAlAAAADAAAAAIAAAAbAAAAEAAAAAEAAAAAAAAANgAAABAAAAC7BQAAAAAAACUAAAAMAAAABgAAAEwAAABkAAAAAQAAAAAAAAC6BQAAAAAAAAEAAAAAAAAAugUAAAEAAAAhAPAAAAAAAAAAAAAAAIA/AAAAAAAAAAAAAIA/AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAlAAAADAAAAAUAAAAoAAAADAAAAAcAAAAYAAAADAAAANTU1AAZAAAADAAAANTU1AAoAAAADAAAAAIAAAAmAAAAHAAAAAIAAAAAAAAAAAAAAAAAAADU1NQAJQAAAAwAAAACAAAAJQAAAAwAAAAGAAAATAAAAGQAAAAAAAAAAAAAAP//////////ugUAAAAAAAABAAAAAAAAACEA8AAAAAAAAAAAAAAAgD8AAAAAAAAAAAAAgD8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACcAAAAYAAAABwAAAAAAAACbwuYAAAAAACUAAAAMAAAABwAAABgAAAAMAAAAm8LmABkAAAAMAAAA////ACgAAAAMAAAAAgAAACYAAAAcAAAAAgAAAAAAAAAAAAAAAAAAAJvC5gAlAAAADAAAAAIAAAAbAAAAEAAAAAEAAAAUAAAANgAAABAAAAC7BQAAFAAAACUAAAAMAAAABgAAAEwAAABkAAAAAQAAABQAAAC6BQAAFAAAAAEAAAAUAAAAugUAAAEAAAAhAPAAAAAAAAAAAAAAAIA/AAAAAAAAAAAAAIA/AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAlAAAADAAAAAIAAAAbAAAAEAAAAAEAAAAoAAAANgAAABAAAAC7BQAAKAAAACUAAAAMAAAABgAAAEwAAABkAAAAAQAAACgAAAC6BQAAKAAAAAEAAAAoAAAAugUAAAEAAAAhAPAAAAAAAAAAAAAAAIA/AAAAAAAAAAAAAIA/AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAlAAAADAAAAAUAAAAoAAAADAAAAAcAAAAYAAAADAAAANTU1AAZAAAADAAAANTU1AAoAAAADAAAAAIAAAAmAAAAHAAAAAIAAAAAAAAAAAAAAAAAAADU1NQAJQAAAAwAAAACAAAAGwAAABAAAABOAAAAKQAAADYAAAAQAAAATgAAADwAAAAlAAAADAAAAAYAAABMAAAAZAAAAE4AAAApAAAATgAAADsAAABOAAAAKQAAAAEAAAATAAAAIQDwAAAAAAAAAAAAAACAPwAAAAAAAAAAAACAPwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAJQAAAAwAAAACAAAAGwAAABAAAACyAAAAKQAAADYAAAAQAAAAsgAAADwAAAAlAAAADAAAAAYAAABMAAAAZAAAALIAAAApAAAAsgAAADsAAACyAAAAKQAAAAEAAAATAAAAIQDwAAAAAAAAAAAAAACAPwAAAAAAAAAAAACAPwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAJQAAAAwAAAACAAAAGwAAABAAAAADAQAAKQAAADYAAAAQAAAAAwEAADwAAAAlAAAADAAAAAYAAABMAAAAZAAAAAMBAAApAAAAAwEAADsAAAADAQAAKQAAAAEAAAATAAAAIQDwAAAAAAAAAAAAAACAPwAAAAAAAAAAAACAPwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAJQAAAAwAAAACAAAAGwAAABAAAABpAQAAKQAAADYAAAAQAAAAaQEAADwAAAAlAAAADAAAAAYAAABMAAAAZAAAAGkBAAApAAAAaQEAADsAAABpAQAAKQAAAAEAAAATAAAAIQDwAAAAAAAAAAAAAACAPwAAAAAAAAAAAACAPwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAJQAAAAwAAAACAAAAGwAAABAAAADAAQAAKQAAADYAAAAQAAAAwAEAADwAAAAlAAAADAAAAAYAAABMAAAAZAAAAMABAAApAAAAwAEAADsAAADAAQAAKQAAAAEAAAATAAAAIQDwAAAAAAAAAAAAAACAPwAAAAAAAAAAAACAPwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAJQAAAAwAAAACAAAAGwAAABAAAAAlAgAAKQAAADYAAAAQAAAAJQIAADwAAAAlAAAADAAAAAYAAABMAAAAZAAAACUCAAApAAAAJQIAADsAAAAlAgAAKQAAAAEAAAATAAAAIQDwAAAAAAAAAAAAAACAPwAAAAAAAAAAAACAPwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAJQAAAAwAAAACAAAAGwAAABAAAAAUAwAAKQAAADYAAAAQAAAAFAMAADwAAAAlAAAADAAAAAYAAABMAAAAZAAAABQDAAApAAAAFAMAADsAAAAUAwAAKQAAAAEAAAATAAAAIQDwAAAAAAAAAAAAAACAPwAAAAAAAAAAAACAPwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAJQAAAAwAAAACAAAAGwAAABAAAACZAwAAKQAAADYAAAAQAAAAmQMAADwAAAAlAAAADAAAAAYAAABMAAAAZAAAAJkDAAApAAAAmQMAADsAAACZAwAAKQAAAAEAAAATAAAAIQDwAAAAAAAAAAAAAACAPwAAAAAAAAAAAACAPwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAJQAAAAwAAAACAAAAGwAAABAAAABPBAAAKQAAADYAAAAQAAAATwQAADwAAAAlAAAADAAAAAYAAABMAAAAZAAAAE8EAAApAAAATwQAADsAAABPBAAAKQAAAAEAAAATAAAAIQDwAAAAAAAAAAAAAACAPwAAAAAAAAAAAACAPwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAJQAAAAwAAAACAAAAGwAAABAAAACxBAAAKQAAADYAAAAQAAAAsQQAADwAAAAlAAAADAAAAAYAAABMAAAAZAAAALEEAAApAAAAsQQAADsAAACxBAAAKQAAAAEAAAATAAAAIQDwAAAAAAAAAAAAAACAPwAAAAAAAAAAAACAPwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAJQAAAAwAAAACAAAAGwAAABAAAAAVBQAAKQAAADYAAAAQAAAAFQUAADwAAAAlAAAADAAAAAYAAABMAAAAZAAAABUFAAApAAAAFQUAADsAAAAVBQAAKQAAAAEAAAATAAAAIQDwAAAAAAAAAAAAAACAPwAAAAAAAAAAAACAPwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAJwAAABgAAAAHAAAAAAAAAJvC5gAAAAAAJQAAAAwAAAAHAAAAGAAAAAwAAACbwuYAGQAAAAwAAAD///8AKAAAAAwAAAACAAAAJgAAABwAAAACAAAAAAAAAAAAAAAAAAAAm8LmACUAAAAMAAAAAgAAABsAAAAQAAAAAQAAADwAAAA2AAAAEAAAALsFAAA8AAAAJQAAAAwAAAAGAAAATAAAAGQAAAABAAAAPAAAALoFAAA8AAAAAQAAADwAAAC6BQAAAQAAACEA8AAAAAAAAAAAAAAAgD8AAAAAAAAAAAAAgD8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACUAAAAMAAAAAgAAABsAAAAQAAAAAAAAAAAAAAA2AAAAEAAAAAAAAABRAAAAJQAAAAwAAAAGAAAATAAAAGQAAAAAAAAAAAAAAAAAAABQAAAAAAAAAAAAAAABAAAAUQAAACEA8AAAAAAAAAAAAAAAgD8AAAAAAAAAAAAAgD8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACUAAAAMAAAAAgAAABsAAAAQAAAAAQAAAFAAAAA2AAAAEAAAALsFAABQAAAAJQAAAAwAAAAGAAAATAAAAGQAAAABAAAAUAAAALoFAABQAAAAAQAAAFAAAAC6BQAAAQAAACEA8AAAAAAAAAAAAAAAgD8AAAAAAAAAAAAAgD8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACUAAAAMAAAAAgAAABsAAAAQAAAAugUAAAEAAAA2AAAAEAAAALoFAABRAAAAJQAAAAwAAAAGAAAATAAAAGQAAAC6BQAAAQAAALoFAABQAAAAugUAAAEAAAABAAAAUAAAACEA8AAAAAAAAAAAAAAAgD8AAAAAAAAAAAAAgD8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACUAAAAMAAAABQAAACgAAAAMAAAABwAAABgAAAAMAAAA1NTUABkAAAAMAAAA1NTUACgAAAAMAAAAAgAAACYAAAAcAAAAAgAAAAAAAAAAAAAAAAAAANTU1AAlAAAADAAAAAIAAAAbAAAAEAAAAAAAAABRAAAANgAAABAAAAAAAAAAUgAAACUAAAAMAAAABgAAAEwAAABkAAAAAAAAAAAAAAD//////////wAAAABRAAAAAQAAAAEAAAAhAPAAAAAAAAAAAAAAAIA/AAAAAAAAAAAAAIA/AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAlAAAADAAAAAIAAAAbAAAAEAAAAE4AAABRAAAANgAAABAAAABOAAAAUgAAACUAAAAMAAAABgAAAEwAAABkAAAAAAAAAAAAAAD//////////04AAABRAAAAAQAAAAEAAAAhAPAAAAAAAAAAAAAAAIA/AAAAAAAAAAAAAIA/AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAlAAAADAAAAAIAAAAbAAAAEAAAALIAAABRAAAANgAAABAAAACyAAAAUgAAACUAAAAMAAAABgAAAEwAAABkAAAAAAAAAAAAAAD//////////7IAAABRAAAAAQAAAAEAAAAhAPAAAAAAAAAAAAAAAIA/AAAAAAAAAAAAAIA/AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAlAAAADAAAAAIAAAAbAAAAEAAAAAMBAABRAAAANgAAABAAAAADAQAAUgAAACUAAAAMAAAABgAAAEwAAABkAAAAAAAAAAAAAAD//////////wMBAABRAAAAAQAAAAEAAAAhAPAAAAAAAAAAAAAAAIA/AAAAAAAAAAAAAIA/AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAlAAAADAAAAAIAAAAbAAAAEAAAAGkBAABRAAAANgAAABAAAABpAQAAUgAAACUAAAAMAAAABgAAAEwAAABkAAAAAAAAAAAAAAD//////////2kBAABRAAAAAQAAAAEAAAAhAPAAAAAAAAAAAAAAAIA/AAAAAAAAAAAAAIA/AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAlAAAADAAAAAIAAAAbAAAAEAAAAMABAABRAAAANgAAABAAAADAAQAAUgAAACUAAAAMAAAABgAAAEwAAABkAAAAAAAAAAAAAAD//////////8ABAABRAAAAAQAAAAEAAAAhAPAAAAAAAAAAAAAAAIA/AAAAAAAAAAAAAIA/AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAlAAAADAAAAAIAAAAbAAAAEAAAACUCAABRAAAANgAAABAAAAAlAgAAUgAAACUAAAAMAAAABgAAAEwAAABkAAAAAAAAAAAAAAD//////////yUCAABRAAAAAQAAAAEAAAAhAPAAAAAAAAAAAAAAAIA/AAAAAAAAAAAAAIA/AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAlAAAADAAAAAIAAAAbAAAAEAAAABQDAABRAAAANgAAABAAAAAUAwAAUgAAACUAAAAMAAAABgAAAEwAAABkAAAAAAAAAAAAAAD//////////xQDAABRAAAAAQAAAAEAAAAhAPAAAAAAAAAAAAAAAIA/AAAAAAAAAAAAAIA/AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAlAAAADAAAAAIAAAAbAAAAEAAAAJkDAABRAAAANgAAABAAAACZAwAAUgAAACUAAAAMAAAABgAAAEwAAABkAAAAAAAAAAAAAAD//////////5kDAABRAAAAAQAAAAEAAAAhAPAAAAAAAAAAAAAAAIA/AAAAAAAAAAAAAIA/AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAlAAAADAAAAAIAAAAbAAAAEAAAAE8EAABRAAAANgAAABAAAABPBAAAUgAAACUAAAAMAAAABgAAAEwAAABkAAAAAAAAAAAAAAD//////////08EAABRAAAAAQAAAAEAAAAhAPAAAAAAAAAAAAAAAIA/AAAAAAAAAAAAAIA/AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAlAAAADAAAAAIAAAAbAAAAEAAAALEEAABRAAAANgAAABAAAACxBAAAUgAAACUAAAAMAAAABgAAAEwAAABkAAAAAAAAAAAAAAD//////////7EEAABRAAAAAQAAAAEAAAAhAPAAAAAAAAAAAAAAAIA/AAAAAAAAAAAAAIA/AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAlAAAADAAAAAIAAAAbAAAAEAAAABUFAABRAAAANgAAABAAAAAVBQAAUgAAACUAAAAMAAAABgAAAEwAAABkAAAAAAAAAAAAAAD//////////xUFAABRAAAAAQAAAAEAAAAhAPAAAAAAAAAAAAAAAIA/AAAAAAAAAAAAAIA/AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAlAAAADAAAAAIAAAAbAAAAEAAAALoFAABRAAAANgAAABAAAAC6BQAAUgAAACUAAAAMAAAABgAAAEwAAABkAAAAAAAAAAAAAAD//////////7oFAABRAAAAAQAAAAEAAAAhAPAAAAAAAAAAAAAAAIA/AAAAAAAAAAAAAIA/AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAlAAAADAAAAAIAAAAbAAAAEAAAALsFAAAAAAAANgAAABAAAAC8BQAAAAAAACUAAAAMAAAABgAAAEwAAABkAAAAAAAAAAAAAAD//////////7sFAAAAAAAAAQAAAAEAAAAhAPAAAAAAAAAAAAAAAIA/AAAAAAAAAAAAAIA/AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAlAAAADAAAAAIAAAAbAAAAEAAAALsFAAAUAAAANgAAABAAAAC8BQAAFAAAACUAAAAMAAAABgAAAEwAAABkAAAAAAAAAAAAAAD//////////7sFAAAUAAAAAQAAAAEAAAAhAPAAAAAAAAAAAAAAAIA/AAAAAAAAAAAAAIA/AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAlAAAADAAAAAIAAAAbAAAAEAAAALsFAAAoAAAANgAAABAAAAC8BQAAKAAAACUAAAAMAAAABgAAAEwAAABkAAAAAAAAAAAAAAD//////////7sFAAAoAAAAAQAAAAEAAAAhAPAAAAAAAAAAAAAAAIA/AAAAAAAAAAAAAIA/AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAlAAAADAAAAAIAAAAbAAAAEAAAALsFAAA8AAAANgAAABAAAAC8BQAAPAAAACUAAAAMAAAABgAAAEwAAABkAAAAAAAAAAAAAAD//////////7sFAAA8AAAAAQAAAAEAAAAhAPAAAAAAAAAAAAAAAIA/AAAAAAAAAAAAAIA/AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAlAAAADAAAAAIAAAAbAAAAEAAAALsFAABQAAAANgAAABAAAAC8BQAAUAAAACUAAAAMAAAABgAAAEwAAABkAAAAAAAAAAAAAAD//////////7sFAABQAAAAAQAAAAEAAAAhAPAAAAAAAAAAAAAAAIA/AAAAAAAAAAAAAIA/AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAnAAAAGAAAAAcAAAAAAAAAAAAAAAAAAAAlAAAADAAAAAcAAAAlAAAADAAAAA0AAIAiAAAADAAAAP////8hAAAACAAAACUAAAAMAAAAAwAAABkAAAAMAAAA1NTUABgAAAAMAAAA1NTUAB4AAAAYAAAAAQAAAAEAAAC7BQAAUQAAACcAAAAYAAAACAAAAAAAAABIXbEAAAAAACUAAAAMAAAACAAAABgAAAAMAAAASF2xABkAAAAMAAAASF2xAEwAAABkAAAAuAUAAE4AAAC5BQAATwAAALgFAABOAAAAAgAAAAIAAAAhAPAAAAAAAAAAAAAAAIA/AAAAAAAAAAAAAIA/AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAlAAAADAAAAAcAAAAoAAAADAAAAAgAAAAnAAAAGAAAAAgAAAAAAAAASF2xAAAAAAAlAAAADAAAAAgAAABMAAAAZAAAALkFAABPAAAAuQUAAE8AAAC5BQAATwAAAAEAAAABAAAAIQDwAAAAAAAAAAAAAACAPwAAAAAAAAAAAACAPwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAJQAAAAwAAAAHAAAAKAAAAAwAAAAIAAAAJwAAABgAAAAIAAAAAAAAAEhdsQAAAAAAJQAAAAwAAAAIAAAATAAAAGQAAAC5BQAATwAAALkFAABPAAAAuQUAAE8AAAABAAAAAQAAACEA8AAAAAAAAAAAAAAAgD8AAAAAAAAAAAAAgD8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACUAAAAMAAAABwAAACgAAAAMAAAACAAAACcAAAAYAAAACAAAAAAAAABIXbEAAAAAACUAAAAMAAAACAAAAEwAAABkAAAAtgUAAE4AAAC3BQAATwAAALYFAABOAAAAAgAAAAIAAAAhAPAAAAAAAAAAAAAAAIA/AAAAAAAAAAAAAIA/AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAlAAAADAAAAAcAAAAoAAAADAAAAAgAAAAnAAAAGAAAAAgAAAAAAAAASF2xAAAAAAAlAAAADAAAAAgAAABMAAAAZAAAALcFAABPAAAAtwUAAE8AAAC3BQAATwAAAAEAAAABAAAAIQDwAAAAAAAAAAAAAACAPwAAAAAAAAAAAACAPwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAJQAAAAwAAAAHAAAAKAAAAAwAAAAIAAAAJwAAABgAAAAIAAAAAAAAAEhdsQAAAAAAJQAAAAwAAAAIAAAATAAAAGQAAAC3BQAATwAAALcFAABPAAAAtwUAAE8AAAABAAAAAQAAACEA8AAAAAAAAAAAAAAAgD8AAAAAAAAAAAAAgD8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACUAAAAMAAAABwAAACgAAAAMAAAACAAAACcAAAAYAAAACAAAAAAAAABIXbEAAAAAACUAAAAMAAAACAAAAEwAAABkAAAAuAUAAEwAAAC5BQAATQAAALgFAABMAAAAAgAAAAIAAAAhAPAAAAAAAAAAAAAAAIA/AAAAAAAAAAAAAIA/AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAlAAAADAAAAAcAAAAoAAAADAAAAAgAAAAnAAAAGAAAAAgAAAAAAAAASF2xAAAAAAAlAAAADAAAAAgAAABMAAAAZAAAALkFAABNAAAAuQUAAE0AAAC5BQAATQAAAAEAAAABAAAAIQDwAAAAAAAAAAAAAACAPwAAAAAAAAAAAACAPwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAJQAAAAwAAAAHAAAAKAAAAAwAAAAIAAAAJwAAABgAAAAIAAAAAAAAAEhdsQAAAAAAJQAAAAwAAAAIAAAATAAAAGQAAAC5BQAATQAAALkFAABNAAAAuQUAAE0AAAABAAAAAQAAACEA8AAAAAAAAAAAAAAAgD8AAAAAAAAAAAAAgD8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACUAAAAMAAAABwAAACgAAAAMAAAACAAAAB4AAAAYAAAAAQAAAAEAAAC7BQAAUQAAAEYAAABAAAAANAAAAEVNRisqQAAAJAAAABgAAAAAAIA/AAAAgAAAAIAAAIA/AAAAgAAAAIAEQAAADAAAAAAAAABGAAAApAAAAJgAAABFTUYrKkAAACQAAAAYAAAAAACAPwAAAAAAAAAAAACAPwAAAAAAAAAAMkAAARwAAAAQAAAAAACAPwAAgD8AQLdEAACgQipAAAAkAAAAGAAAAAAAgD8AAACAAAAAgAAAgD8AAACAAAAAgAhAAAQYAAAADAAAAAIQwNsAAAAAAwAAEDRAAAAMAAAAAAAAAARAAAAMAAAAAAAAAEsAAAAQAAAAAAAAAAUAAAAlAAAADAAAAAMAAAAYAAAADAAAAEhdsQAZAAAADAAAAEhdsQASAAAADAAAAAIAAAAWAAAADAAAAAAAAAAUAAAADAAAAA0AAAAlAAAADAAAAAcAAIAlAAAADAAAAAcAAABLAAAAEAAAAAAAAAAFAAAAMAAAAAwAAAAPAACADQAAABAAAAAAAAAAAAAAAEsAAAAQAAAAAAAAAAUAAAAYAAAADAAAAEhdsQAZAAAADAAAAEhdsQAlAAAADAAAAAMAAAANAAAAEAAAAAAAAAAAAAAAJQAAAAwAAAAHAAAAJQAAAAwAAAAHAACAJQAAAAwAAAADAAAAGAAAAAwAAABIXbEAGQAAAAwAAABIXbEAEgAAAAwAAAACAAAAFgAAAAwAAAAAAAAAFAAAAAwAAAANAAAASwAAABAAAAAAAAAABQAAACUAAAAMAAAADQAAgCIAAAAMAAAA/////yEAAAAIAAAAJQAAAAwAAAADAAAAGQAAAAwAAABIXbEAGAAAAAwAAABIXbEASwAAABAAAAAAAAAABQAAACIAAAAMAAAA/////0YAAAA0AAAAKAAAAEVNRisqQAAAJAAAABgAAAAAAIA/AAAAgAAAAIAAAIA/AAAAgAAAAIBGAAAAHAAAABAAAABFTUYrAkAAAAwAAAAAAAAADgAAABQAAAAAAAAAEAAAABQAAAA=)  
More information on the dataset can be found at: <https://www.spsc.tugraz.at/databases-and-tools/atcosim-air-traffic-control-simulation-speech-corpus.html>

Table 4: A subset of the errors made by the (best performing) XLS-R-1000\* model:

|  |  |  |  |
| --- | --- | --- | --- |
| **transcription** | **recording\_id** | **model\_transcription** | **difference** |
| golf bravo victor juliett india is identified good afternoon | 051\_0227 | goll bravo victor juliett india is identified good afternoon | {'golf'} |
| exact | 111\_0627 | expect | {'exact'} |
| roger what is your position | 101\_0199 | roger ah what is your position | set() |
| japan air four one nine contact milan one three four five two bye | 101\_0308 | german air four one nine contact milan one three four five two bye | {'japan'} |

‘Difference’ represents the words that were not found in transcription, but were found in model\_transcription. That is why set() is found in the second to last row, as the model predicts extra words.

**Consumption of Time**  
Required background material was gained before starting this paper. A sufficient NLP background is needed to understand and modify models and data supplied by HF. Around 30 hours were spent learning about and modifying models. A course is supplied by HF to get familiar with the models, but it does not go into detail. Information on transcribing full datasets and evaluation is scattered and collection is time-consuming. However, the course is vital when working with libraries used in HF and should be followed for basic understanding if research is reconstructed/replicated.  
Transcribing and training models take a significant amount of time as well, as it was first done by Google Colab. This platform is unstable and unreliable, as GPUs are inconsistently assigned. Overuse of either GPU or disk space removes all progress. This happened numerous times as Google Colab was the main platform for development. It was only after multiple inconveniences that a locally installed GPU was used in Visual Studio Code. This is more reliable, though training took significantly longer. For further development, a local GPU is advised. Google Colab is too unreliable and progress is risked.

Since the ATCOSIM dataset is not found on HF, it needed to be converted to an appropriate format. This could only be done when sufficient knowledge is gained from the course. This is tedious work, but tools are available for conversion, such as pandas.